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Introduction 

The adoption of Generative Artificial Intelligence (GenAI) for malicious cyber activity is in a transitional period. 

Cyber threat actors (CTAs) are exploring incorporating GenAI into their campaigns while relying on more 

traditional tactics, techniques, and procedures (TTPs). The use of these platforms is growing, but widespread 

adoption is limited by technical barriers, defenses, and the proven effectiveness and reliability of more 

conventional attack methods. Network defenders are learning to leverage GenAI to improve detections, defeat 

existing attacks, and mitigate the spread of GenAI-enhanced attacks. The result is a race between network 

defenders and CTAs seeking to gain the upper hand in deploying GenAI. As GenAI continues to grow and evolve, 

and as network defenders adapt to the new landscape, this transitional phase marks a critical juncture where 

CTAs are testing the potential of GenAI without fully pivoting from more conventional playbooks. Understanding 

the developments of this phase is essential for state, local, tribal, and territorial (SLTT) governments to improve 

their defenses against future threats. 

Key Findings 

 Obstacles in attributing GenAI attacks make assessing the scope of their use difficult. 

 CTAs are leveraging GenAI to improve existing campaigns, though the use appears limited to specific areas, 

including phishing and malign influence campaigns. 

 CTAs continue to rely on traditional TTPs and known tools rather than switching to GenAI-created or 

enhanced TTPs. 

 Despite a lower barrier for entry, limitations on what GenAI platforms can produce limit their utility for CTAs. 

Background 

The launch of ChatGPT in 2022, and the subsequent increase in publicly available GenAI platforms, was met by 

many with a sense of fear that it would immediately result in widescale sophisticated cyberattacks, an increase in 

malicious incidents, and increased difficulty for cyber defenders. Some publications predicted a “sea change in 

the potential for social media manipulation.”1 Others warned about the ability of GenAI platforms to create a 

“dangerous wave of polymorphic malware.”2 

What we are seeing in the cyber threat landscape is a more transitional approach to CTAs employing GenAI. 

CTAs, including state-affiliated actors, consider GenAI platforms “another productivity tool on the offensive 

landscape.”3 This assessment was supported by Google Threat Intelligence Group’s (GTIG) January 2025 report 

on AI that noted “while AI can be a useful tool for threat actors, it is not yet the game-changer it is sometimes 

portrayed to be.”4 CTAs use GenAI “to perform common tasks like troubleshooting, research, and content 

generation,” but GTIG noted “we do not see indications of them developing novel capabilities.”5 However, the 
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potential for broader adoption of GenAI platforms by CTAs remains. This presents an opportunity for SLTT 

governments to prepare for the gradual increase in GenAI-powered cyberattacks and secure their networks. 

Attribution Challenges 

The biggest challenge in assessing this transitional phase and the broader impact of GenAI is the difficulty 

defenders face in attributing incidents to GenAI. AI-generated phishing content can be difficult for end-users to 

differentiate from those written by a real person. There are some examples of analysts attributing GenAI 

integration in attacks but overall, this remains limited. For example, researchers identified a malware campaign 

spreading AsyncRAT as having indications GenAI was used.6 Tools to identify text created by GenAI are still in 

their infancy and are unreliable. Organizations receiving GenAI-created phishing emails may not report or 

investigate them to determine if they were AI-generated. This can lead to a natural gap in reporting and 

observations, with GenAI poised to increase this blind spot. Additionally, the reconnaissance and resource 

developments tactics in the MITRE ATT&CK framework are among the more difficult for network defenders to 

discover since it occurs prior to initial access. It may be difficult to determine whether a CTA used GenAI to 

modify malware code or answer questions on the best deployment method. For example, a common sign of 

GenAI developed malware is clear and thorough comments throughout the code written in English. However, a 

CTA could delete those comments, preventing GenAI attribution.  

Malicious campaigns, including phishing, malware, and foreign malign influence campaigns, are often difficult to 

attribute to a CTA, and the addition of GenAI further complicates this. The variety of GenAI platforms and their 

constant evolution make building a workable attribution method difficult. The cybersecurity community relies on 

platform developers to release reports outlining how they observe CTAs leveraging the platforms. The scale and 

impact of GenAI may be challenging to quantify, though key themes have emerged as CTAs transition to 

leveraging GenAI for malicious campaigns.  

A Growing Threat 

Several areas of malicious cyber activity, including specific attack techniques, have shown clear indications of 

GenAI integration. They provide the most concrete examples of how CTAs have turned to GenAI and provide a 

glimpse into how GenAI use mature going forward. 

Phishing & Malware Development 

Phishing and malware development are two areas where CTAs have made the most strides in incorporating 

GenAI platforms. GenAI’s ability to generate text, refine outputs based on additional prompts, and leverage 

publicly available information to answer questions makes them ideal for creating phishing campaigns and 

improving malware. The ability of GenAI platforms to quickly answer questions by leveraging information from the 

internet also makes them ideal for research and reconnaissance when crafting phishing or spear phishing 

campaigns. 

Multiple studies, including one by the Center for Internet Security (CIS) Cyber Threat Intelligence (CTI) team,7 

have concluded that GenAI can improve phishing campaigns by eliminating common red flags including poor 

spelling and grammar indicating a non-native speaker crafted the email. Multiple reports throughout 2024 warned 

about GenAI phishing campaigns and the surge in documented phishing attacks. A December 2024 Federal 

Bureau of Investigation (FBI) report highlighted how CTAs “use AI-generated text to appear believable to a reader 

in furtherance of social engineering, spear phishing, and financial fraud schemes such as romance, investment, 
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and other confidence schemes or to overcome common indicators of fraud schemes.”8 The report noted how AI-

powered chatbots can be embedded in websites to provide victims with malicious links.9 GenAI tools can also be 

used to assist with translation to help “foreign criminal actors targeting US victims.”10 By leveraging knowledge of 

the platforms’ limitations, CTAs can bypass GenAI safeguards and craft realistic phishing campaigns to target a 

wide array of audiences. SlashNext’s “2024 Phishing Intelligence Report” noted a “202% increase in phishing 

messages in the second half of 2024,” with “credential phishing attacks rising 703% in the same period.”11 The 

report noted this trend is expected to rise in 2025, as “AI-generated attacks becoming more sophisticated and 

harder to detect, while attackers increasingly target messaging platforms beyond email, including business 

collaboration tools, SMS, and social media.”12 Malicious AI-as-a-service (AaaS) platforms such as WolfGPT have 

been marketed as a means for CTAs to quickly create phishing campaigns without needing to bypass safeguards 

on platforms such as ChatGPT.13 

Malware generation is an area that initially did not see much adoption from CTAs, likely due to the tendency of 

GenAI platforms to produce inaccurate results. However, reports of GenAI playing a role in the development 

process are increasing. A report from Palo Alto’s Unit 42 released in December 2024 noted that while GenAI 

platforms may struggle to write malware from scratch, “criminals can easily use them to rewrite or obfuscate 

existing malware, making it harder to detect.”14 This represents an area where CTAs can leverage the technology 

to improve existing campaigns and TTPs rather than attempting to develop entirely new strains of malware or 

exploitation attacks. Malicious AaaS platforms also play a role in malware development, offering alternatives to 

publicly available platforms to produce malicious code without the need for a workaround.15  

A report from OpenAI in October 2024 highlighted how an Iranian CTA used ChatGPT to help debug code and 

identify information on targets.16 The January 2025 GTIG report noted that several state-sponsored groups were 

using Google’s Gemini platform for “assistance with malicious scripting and evasion techniques” but not to 

develop novel malware strains.17 Existing malware campaigns have also begun to incorporate GenAI to help 

increase their reach. The September 2024 edition of the HP Wolf Security Threat Insights Report found GenAI 

likely used in a malware campaign spreading AsyncRAT.18 The report identified GenAI use based on “the scripts’ 

structure, consistent comments or each function and the choice of function names and variables.”19 Some newer 

ransomware groups are beginning to slowly experiment with GenAI as well, though it is unclear how much of an 

improvement it has made. Additionally, Check Point Research published an overview of the Funksec ransomware 

group in January 2025, noting they likely used GenAI to “enhance their capabilities.”20 The report notes that “the 

group specifically linked the development of their ransomware to AI-assisted agents, likely providing it with the 

source code for the ransomware.”21 The group also developed an AI-powered chatbot for malicious activities on 

Miniapps, a platform that “facilitates the creation and use of AI applications and chatbots.”22  

Impersonations & Deepfakes 

The use of GenAI for impersonations, image/video creation, and deepfakes represents one of the most publicly 

visible areas in which CTAs leverage this technology. The ability of multiple GenAI platforms to quickly create 

realistic photos and videos has been one of the top concerns among network defenders and officials. The 2024 

election year began with a deepfake audio of former President Joe Biden encouraging voters in New Hampshire 

not to vote.23 Prior to the 2024 General Election, multiple researchers worried about the potential use of deep-fake 

videos and audio to upend the election and sow discord. Before the election, reports from the intelligence 

community highlighted how foreign CTAs were deploying GenAI as part of foreign malign influence campaigns. 

The Office of the Director of National Intelligence’s (ODNI) “45 Days Until Election 2024” report highlighted how 

“Generative AI is helping to improve and accelerate aspects of foreign influence operations,” specifically 

mentioning Russia, China, and Iran.24 The report also noted that “foreign actors, especially Russia, are also 
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creating or manipulating media with less sophisticated means, or using AI to enhance rather than generate 

content.”25 Much of the GenAI media manipulation during the voting period saw users disseminating GenAI 

created false images to emphasize political arguments or elevate/disparage specific political candidates.26  

GenAI has also been used to create deepfakes of individuals to perpetuate fraud. A report from Cato Networks 

found a tool for sale by a CTA, ProKYC, to help defeat cryptocurrency exchanges’ two-factor authentication. 

Specifically, the tool targets exchanges “that authenticate new users leveraging a government-issued document 

and by enabling the computer’s camera to perform facial recognition.”27 The tool reportedly “uses deepfake 

technologies to both create fake documents, as well as create videos of the fake personas in these documents 

that would successfully pass a facial recognition challenge.”28 A report in February 2024 highlighted how a CTA 

used deepfakes to deceive an employee of a multinational firm into paying $25 million to a fraudulent account. 

According to the report, the employee was “duped into attending a video call with what he thought were several 

other members of staff, but all of whom were in fact deepfake recreations.”29 The U.S. Treasury Department’s 

Financial Crimes Enforcement Network (FinCEN) issued an alert in November 2024 regarding GenAI tools for 

financial fraud. The report highlighted that “some financial institutions have reported that criminals employed 

GenAI to alter or generate images used for identification documents, such as driver’s licenses or passport cards 

and books.”30 A 2024 study from Deloitte found that GenAI-enabled fraud losses totaled $12.3 billion in 2023 and 

could reach $40 billion by 2027.31 

Malicious AI-as-a-Service 

A growing trend is malicious AaaS kits. As-a-service kits typically involve CTAs creating tools that other CTAs can 

deploy for a fee. Previous examples of subscription-based malicious tools include Ransomware-as-a-Service 

(RaaS), Malware-as-a-Service (MaaS), and Phishing-as-a-Service (PhaaS). The rise of malicious AaaS increases 

the accessibility of malicious models for CTAs to use. A 2024 report from Egress Software found that 74.5% of 

phishing toolkit advertisements on forums referenced AI.32 A report in July 2024 from the cybersecurity company 

Group-IB showed how a cybercrime group called “GXC Team” used a “sophisticated AI-powered phishing-as-a-

service platform.”33 GXC team advertised access to this service for “between $150 and $900 a month.”34 The 

group also offered a package with a phishing kit and malicious Android applications for $500 per month.35 A new 

GenAI chatbot called “GhostGPT” was discovered in January 2025. The tool enabled access to an “uncensored 

AI” model for a fee.36 The authors of the platform had three pricing models, including “$50 for one-week usage; 

$150 for one month, and $300 for three months.”37 A report from Abnormal Security noted that the system was 

“marketed for a range of malicious activities, including coding, malware creation, and exploit development.”38  

Previous as-a-service models have seen demand from lower-skilled CTAs aiming to access more complex tools 

and systems that allow them to carry out attacks. As GenAI models continue to develop and CTAs find new ways 

to defeat safeguards or build their own malicious models, the number of malicious AaaS platforms will increase 

and provide more advanced capabilities to a broader range of CTAs. 

Constraints on Adoption 

GenAI use in areas such as phishing continues to grow, but some factors have limited CTAs' ability to rely on 

GenAI for other TTPs. This is likely temporary as GenAI platforms continue to grow and deploy new features. 

However, some limitations, like public awareness and network defense, can limit or slow CTAs’ adoption of 

GenAI. 

Availability & Reliability 
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GenAI platforms can lower the barrier for entry for less-skilled CTAs; however, there remain limitations to the 

effectiveness of the platforms in producing workable malicious code or simplifying the attack process. GenAI may 

not be able to perfectly produce what a CTA requests. If it doesn’t, this requires the CTA to have the technical 

skills to troubleshoot and provide a resolution on their own. Publicly available GenAI platforms also have security 

measures and filters to prevent someone from saying, ‘Give me ransomware,’ and receiving fully executable 

code. Extensive research has shown that circumventing the filters on most publicly available platforms is possible, 

though it requires time and resourcefulness to identify workarounds.39 Jailbreaking techniques may also be 

recognized by platform owners who will in turn make changes to prevent similar attempts going forward. In one 

example, the January 2025 GTIG report noted that several state-sponsored CTAs attempted to use “publicly 

available jailbreak prompts in unsuccessful attempts to bypass Gemini's safety controls.”40 

GenAI platforms may be able to produce snippets of malicious code, but they often still require real-world exploit 

knowledge and modification during a live attack. GTIG’s January 2025 report highlighted how North Korean CTAs 

“attempted to use Gemini to help develop webcam recording code in C++. Gemini provided multiple versions of 

code, and repeated efforts by the actor potentially suggested their frustration by Gemini's answers.”41  

Figure 1 below shows the output from ChatGPT when asked to produce step-by-step instructions for conducting a 

ransomware attack. Even with the produced code, it would still require a CTA to modify it to suit their purposes 

and set up the necessary command & control infrastructure (C2), and there is no guarantee the code will work 

until it has been tested. GenAI malware still requires work to customize and obfuscate it to evade possible 

detection, which requires more advanced developer skills.  

In 2024, the CIS CTI team tested ransomware code produced by a GenAI platform. The code required 

modifications but ultimately worked as intended. The script required administrator access, encrypted only files 

defined by an absolute file path, and required the user to set up a C2 server. However, if all those things were 

accomplished, the targeted file was successfully encrypted, as shown in Figure 2.  

Figure 1: ChatGPT's output explaining how to conduct a ransomware attack 
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GenAI models specifically built to avoid restrictions, such as WormGPT and FraudGPT, may not always provide 

the ease of use they promise. Palo Alto Unit 42’s December report found that users of the platforms “complained 

about broken formatting, limited context windows, and overall poor code understanding and generation abilities.”42 

In the case of WormGPT, the platform developer eventually shut it down, specifically noting “the media attention 

they received as a key reason for deciding to end the project.”43 A 2023 report by Sophos investigated multiple 

GenAI models, such as Evil-GPT, WolfGPT, and BlackHatGPT, that were advertised as “uncensored” versions or 

capable of more malicious activities. Many of these models had limitations, issues with producing output, or were 

jailbroken versions of publicly available AI models.44 

Reliance on Proven Methods 

Many CTAs continue relying on tried-and-true TTPs to access systems and deploy malware. AI offers a potential 

avenue to improve malware and increase its complexity, but existing malware with a proven track record 

continues to be an attractive option for CTAs. Common TTPs such as vulnerability exploitation, privilege 

escalation, and established ransomware variants have a history of accomplishing what CTAs want. There remains 

ample opportunity for CTAs to achieve objectives without needing to leverage GenAI. Organizations that do not 

patch against known vulnerabilities, have sufficient password requirements, deploy multi-factor authentication 

(MFA), or take other steps to secure their environments, continue to represent easier targets for CTAs to attack. 

CTAs often look for the easiest routes into the system, and working through AI to re-engineer or develop malware 

may be more complex and less cost-effective than leveraging existing malware that can be easily downloaded 

and accessed. An examination of the CIS Top 10 malware since 2022 shows no indication that changes in the 

most observed malware resulted from GenAI. Some possible indications of a GenAI-enhanced malware 

campaign could be a sudden increase in reports of a malware strain, or a brand new malware strain making a 

sudden appearance with no obvious alternative explanation. None of these indications were seen after a review of 

the data. Several malware strains have remained in the Top 10 Malware for multiple quarters, including 

CoinMiner, Agent Tesla, SocGholish, and Gh0st.45 These malware have a history of efficacy, making them more 

attractive options for CTAs looking to leverage proven and known malware for new campaigns.  

There is a wide range of marketplaces where CTAs can purchase malware or services designed to be user-

friendly and reliable. Some GenAI platforms fall into the malicious as-a-service category, but lack the proven track 

record many ransomware groups or malware variants do. Malware reliability is critical for CTAs aiming to conduct 

widespread campaigns, and a GenAI system that “can produce different outputs even when given the same input 

multiple times” likely won’t satisfy those requirements.46 

Public Awareness & Defense 

Figure 2: The test file before and after using the GenAI-created ransomware script 
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Despite initial concerns that GenAI images and videos could be used to sow widespread confusion and doubt, 

there have been few examples of this. Much of this is likely the result of organizations and the general public’s 

awareness of the potential for misuse of GenAI, leading to a higher level of skepticism when dealing with online 

content, particularly that associated with GenAI. A Microsoft report noted that while Chinese CTAs have 

leveraged GenAI for “stoking divisions” within the United States, “these campaigns achieved varying levels of 

resonance with no singular formula producing consistent audience engagement.”47 The 2024 General Election 

came and went without significant incidents involving GenAI undermining confidence in the election’s outcome. 

The activity observed by the CIS CTI team, and in open-source reporting, involved more limited use of GenAI for 

spreading inaccurate information and political messages. 

Research published in the October 2024 edition of PNAS Nexus indicated that individuals are less inclined to 

believe and share headlines labeled as “AI-generated.” The study found that “Human-generated headlines 

labeled as AI-generated suffered from the same decrease in perceived accuracy and sharing intentions as AI-

generated headlines labeled as AI-generated.”48 A 2023 report from Politico outlining the risks of GenAI-created 

images noted there “is a high level of skepticism among the public regarding earth-shattering images which have 

come from untrusted or unknown places.”49 GTIG’s January 2025 report called out Chinese CTA DragonBridge, 

which has a history of experimenting with GenAI platforms for malign influence campaigns. In the report, GTIG 

noted that “their use of AI-generated videos or images has not resulted in significantly higher engagement from 

real viewers.”50  

Network defenders have also taken steps to incorporate GenAI into existing defensive strategies, working to 

mitigate some of the risks of CTAs incorporating GenAI. In February 2024, Google announced they were making 

their AI detection tool Magika open source and highlighted its ability to detect “traditionally hard to identify, but 

potentially problematic content such as VBA, JavaScript, and PowerShell.”51 In November 2024, Microsoft 

announced they were incorporating LLMs into Microsoft Defender to help combat the threat of GenAI-created 

phishing campaigns.52 Cybersecurity company DarkTrace advertises using GenAI models for network defense, 

including running “simulated phishing campaigns, tabletop exercises, and realistic drills.”53 

This trend will likely continue, with more companies leveraging AI tools to assist with network defense. In January 

2025, Cisco announced the launch of “Cisco AI Defense” to safeguard “against the misuse of AI tools, data 

leakage, and increasingly sophisticated threats.”54 Microsoft also announced a scareware detector that uses 

machine learning to improve its capabilities.55 A survey of chief information officers (CIOs), chief technology 

officers (CTOs), and “technology leaders” conducted by the Institute of Electrical and Electronics Engineers 

(IEEE) found that “41% of respondents expect their organizations to start implementing robotics cybersecurity into 

operations,” including using AI to “monitor, identify and flag security threats in real-time and prevent data leaks or 

financial loss.”56 

Looking Forward 

The cybersecurity landscape is transforming, and GenAI-powered threats have proven significant in some areas. 

Continuous improvements and the release of brand-new GenAI models provide CTAs with new opportunities. 

Private and public sector organizations are continuing to adopt GenAI platforms into their daily workflows, and 

CTAs are doing the same. This represents both an opportunity and a challenge – attackers will continue to learn 

how to improve their TTPs, and defenders will incorporate new methods of defense to combat the rising threat. As 

GenAI technology advances, the potential for more sophisticated or efficient cyberattacks will grow. SLTTs must 

strengthen their defenses based on the evolving cyber threat landscape. 
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Looking forward through the lens of TTPs, GenAI is currently being used to enhance procedures, the steps and 

tools being used by CTAs, and techniques, the specific methods CTAs use to achieve a tactic. GenAI has not yet 

reached the point of being able to define new tactics, the overarching strategy or objective of CTAs. The MITRE 

ATT&CK framework represents a method for exploring further how CTAs are incorporating GenAI into various 

techniques to enhance their capabilities and improve their chances of success.57 Some techniques in the 

framework, such as phishing and multi-factor authentication, have been explored in this paper, demonstrating 

how CTAs are enhancing their existing techniques laid out in the framework. As GenAI platforms and other AI 

capabilities continue to grow and develop, it is possible that CTAs discover new tactics and techniques which will 

require a re-examination of intrusion analysis, and how network defenders keep systems and data secure. 

Analytic Confidence 

Analytic confidence in this assessment is moderate. The CIS CTI team bases this assessment on original 

research and open-source reporting. Source reliability is high, with minimal conflict among sources. Limitations 

exist in assessing the true scope of GenAI’s use in malware development and modification. 

For questions or comments, please contact us at intel@cisecurity.org. For further information on analytic 

confidence levels, please refer to our blog post outlining these standards. 

Recommendations 

 Develop a GenAI policy to allow for testing of new platforms and enhancements in existing software. 

o Review CISA’s “Joint Guidance on Deploying AI Systems Securely.” 

 Provide social engineering and phishing training to employees, incorporating the latest findings and 

trends from research into GenAI. 

 Implement a standardized protocol for handling suspicious emails. It should include a reporting 

mechanism and a designated point of contact. 

o Urge end users to refrain from opening suspicious emails, clicking links in such emails, posting 

sensitive information online, and providing usernames, passwords, or personal information to any 

unsolicited request.  

o Teach users to hover over a link with their mouse to verify the destination before clicking it. 

 Consider what personal and professional information is posted publicly, as AI platforms can collect this 

information and craft more personalized messaging. This also includes what organizational data is 

posted publicly or online. 

 Provide training for staff on how to recognize deepfake videos and images. 

o Challenge users to spot suspicious visual cues, such as unblinking eyes, inconsistent lighting, and 

unnatural facial movements. 

 Exercise increased vigilance for unusual requests, such as large wire transfers, or the submission or 

modification of user credentials. 

 When in doubt, use simple tests. 
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o Ask the other person in the video call to perform maneuvers in real-time, such as turning their head 

around or putting a hand in front of their face. These can help distinguish an actual individual from a 

deepfake who may not be trained to perform those moves. 
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